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Recap: Finite-horizon unconstrained OCP

Desired 
trajectory



Recap: Finite-horizon unconstrained OCP

Desired 
trajectoryThe solution of the Batch Approach is,

We obtained this by substituting all the equality constraints into the cost 
and then solving the unconstrained minimization by taking the gradient.



Recap: Finite-horizon unconstrained OCP

Desired 
trajectoryThe solution of the Recursive Approach,

We used the Principle of Optimality to solve a one step solution 
backwards.
Let’s take a look at some code for the drone example. 
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Recap: Finite-horizon unconstrained OCP

Let’s look at some code for the drone example we discussed in the 
last lecture. 
Recall that our task is to converge to the origin.

No disturbances In presence of disturbances



Aside: Infinite-horizon unconstrained OCP

Let’s briefly consider the case when Nà∞

The solution to the Batch Approach becomes intractable as N grows.

However, the Recursive Approach can be solved to convergence by 
finding the matrix , such that,

The above equation is the Algebraic Riccati Equation (ARE) and the 
corresponding optimal controller is asymptotically stabilizing. 



Adding constraints

ceiling

ground

Desired 
trajectory

where, the state constraint set is

the control constraint set is

and the terminal set is given by



Adding constraints: How to solve?

We’ve looked at two approaches to solve unconstrained OCP: batch and 
recursive approaches.
The Dynamic Programming based approach (recursive) is hard to solve 
with constraints à involves gridding the allowable sets and solving for 
the cost-to-go for each point in the grid (expensive).
The Batch Approach is far easier to adapt to a constrained setting.



1. Batch Approach: With substitution

Recall: We write the dynamics constraints (equality constraints) in terms 
of the initial condition and the control input as,

Hence, all the dynamics constraints can be written in batch form as,

Also let, 



1. Batch Approach: With substitution

Hence, we can substitute the equality constraints into the cost to get,

We now also have the following inequality constraints, 

Let’s write all of these in terms of the initial condition and the control 
input.



1. Batch Approach: With substitution

Like the equality constraints, we can write the inequality constraints in 
terms of the initial condition and the control inputs as,

More compactly,



Hence, the original optimization problem given by

can instead be written as,

The above problem can be solved using off-the-shelf optimization 
solvers like quadprog (in MATLAB), Gurobi, Mosek, etc.

1. Batch Approach: With substitution



Let’s look at another way to solve the same optimization problem.

We want to rewrite the optimization problem in terms of .

• Equality constraints

2. Batch Approach: Without substitution



We want to rewrite the optimization problem in terms of .

• Inequality constraints

2. Batch Approach: Without substitution



The original optimization problem,

Can be written in terms of the optimization variables as,

2. Batch Approach: Without substitution



We reformulated the original finite-horizon, constrained, optimal control 
problem in two way using the batch method.

1. With substitution of the equality constraints to obtain an optimization 
problem with just the control inputs as the optimization variables.

2. Without substitution of the equality constraints to obtain an 
optimization problem with both the control input and states as the 
optimization variables.

What is the difference? 

Next Lecture: Why did we pose the optimization problem in the two 
ways that we did? Discussion on convexity. More examples.

Batch Approach: Summary


